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1. Introduction
The influence of automation on jobs, both in terms of 
overall employment and in terms of occupational structure 
and skills required, has been a key topic of discussion in the 
debate about the consequences of the digital transformation 
on work and employment. The data that digital technologies 
can create, collect, store, process, convey, and express is 
the most obvious and immediate outcome of the digital 
revolution. Therefore, this transition affects not just the type 
(jobs and abilities) and quantity (total employment) of labor 
that people must undertake (both now and in the future), 
but maybe even more importantly, it affects how this labor 
is arranged, carried out, tracked, and assessed (Baiocco  
et al., 2022). Consequently, these software algorithms are 
used now a days to automate human resource management 
(Cheng & Hackett, 2021; Lamers et al., 2022). Algorithmic 

management can be considered a continuation of 
historical trends in standardization and regulation in the 
administration of work, reflecting earlier types of scientific 
management. Eliminating human interaction improves 
the effectiveness of decision-making (Jarrahi et al., 2019; 
Mohlmann & Zalmanson, 2017; Walker et al., 2021) 
and enables businesses to organize and grade employees 
on a broad basis (Kellogg et al., 2020). Because of this, 
firms have found that employing algorithms to automate 
HRM functions has been quite profitable (Lamers et al., 
2022). Nevertheless, workers’ interests are sacrificed in the 
process, which leads to an exceedingly high turnover rate 
of workers’ (Viscelli, 2016; Bujold et al., 2022). A number 
of negative effects of AM on workers have been reported 
by research, including stress (Anwar & Graham, 2020; 
Bujold et al., 2022; Curchod et al., 2019), dissatisfaction, 
a sense of dehumanization (Guendelsberger, 2019; Bujold  
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et al., 2022; Lee, 2018), and a feeling of injustice (Geissinger  
et al., 2021; Bujold et al., 2022; Newman et al., 2020). The 
phrase “organizational justice” can be defined by taking into 
account the opinions of workers regarding the choices and 
actions of equitable management, which may thus have an 
impact on how staff members perceive management (Yean, 
2016). 

This paper offers a conceptual framework examining 
how algorithmic management influences employees’ 
perceptions of justice. The paper is structured into several 
sections. Section 2 introduces the concept of organizational 
justice and algorithmic management, followed by 
subsections that explore the effects of algorithmic 
management on different types of organizational justice. 
Section 3 discusses the strategies that organizations driven 
by algorithmic management can adopt to enhance the 
employees’ perception of justice. Finally, Section 4 presents 
the conclusion and ending.

2. Organizational Justice and Algorithmic 
Management
The concept of “organizational justice” refers to how 
employees feel about a company’s fair distribution of 
resources (Greenberg, 1986; Yean, 2016). “Justice” refers 
to “fairness” and involves making ethically right decisions 
through administrative actions that comply with the law, 
moral principles, and/or religious principles. Organizational 
justice elements include both monetary and non-monetary 
rewards such as equitable incentives and compensation, 
equal growth, organizational support, and performance 
evaluation processes. 

In the workplace, workers frequently assess whether 
their compensation is in line with what their coworkers are 
paid or with what they have contributed to the organization 
(Adams, 1965; Leventhal, 1976). Workers consider 
representation, objectivity, consistency, and correctness 
into account when evaluating the ability of organizational 
representatives’ to fairly represent their interests and 
viewpoints in the decision-making process (Greenberg, 
1986; Leventhal, 1980; Thibaut, 1975). Lastly, workers 
think about how bosses and other authority figures treat 
them poorly when enforcing rules (Bies & Shapiro, 1987; 
Judge & Colquitt, 2004; Greenberg, 1993), which creates a 
sense of injustice among employees. 

In the advent of digitalization, technological 
developments (Tao et al., 2021) have drastically 
changed every aspect of human civilization (Su et al., 
2020), including organizational structures and business 
administration (Horvath & Szabo, 2019). Researchers are 
becoming more interested in the influence of technological 
innovations on workforce management, especially with 

regard to algorithmic management, which represents one 
of the most transformative technological shifts currently in 
use (Kellogg et al., 2020; Cascio & Montealegre, 2016; Park  
et al., 2022; Tambe et al., 2019). In today’s platform economy, 
algorithmic management is essential due to the automation 
potential of intelligent algorithms, which facilitates network 
effects, operational scalability, and organizational support. 

Lee (2018) was the first to introduce this concept of 
“algorithmic, data-driven management” to indicate novel 
approaches to work distribution, dissemination of data, 
and driver performance evaluation in the ridesharing 
industry. Algorithmic management, according to Duggan 
et al. (2020), is a governance system that gives authority 
to the self-learning algorithms to formulate and execute 
actions that have an impact on organizations’ operations, 
hence minimizing personnel involvement and labor process 
monitoring. Thus, algorithmic management automates HR-
related services and processes that are traditionally overseen 
by human managers (Duggan et al., 2020).

Although algorithmic management has been shown to 
boost employee productivity, it also has an adverse effect on 
working conditions. It can reduce employee autonomy, alter 
remuneration structures, raise safety concerns, and make gig 
employment more precarious (Parent-Rocheleau & Parker, 
2022; Gregory, 2021; Wood, 2021). Additionally, some 
writers contend that gig employment and mental health 
problems are related (Glavin et al., 2021; Keith et al., 2020; 
Lesala Khethisa et al., 2020). Algorithmic management 
challenges organizational support with justice because 
automating managerial decisions to maximize output 
demands a degree of inspection, control, and task division 
that leaves little room for worker participation (Bucher  
et al., 2021; Hill, 2021; Newlands, 2021; Rosenblat, 2018). 
This research will provide a conceptual framework of how 
algorithmic management impacts the justice perception of 
employees. 

Workers see algorithmic management approaches as 
equitable when they are provided with knowledge, allowed 
to make their own decisions, or allowed to independently 
complete tasks linked to the main task, which reduces 
their workload. Two criteria are used to identify these 
three categories of algorithmic management practices that 
support equity: worker agency, which evaluates the degree 
to which algorithmic management practices guarantee 
workers’ autonomy and decision-making power (high vs. 
low), and transparency, which evaluates the degree to which 
algorithmic management practices guarantee workers’ access 
to information.

The extent to which workers feel that their “organization 
values their contributions and cares about their well-being” 
can be well explained by organizational support theory, 
which is also known as perceived organizational support, or 
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POS (Rhoades & Eisenberger, 2002; Jabagi et al., 2020). 
Remarkably, literature indicates a favorable correlation 
between employees’ evaluations of their organizations’ 
support and work performance, faithfulness and dedication, 
professional well-being, organizational citizenship behavior 
(OCB), and lower rates of misconduct and attrition among 
employees. According to organizational support theory 
(Eisenberger et al., 1986; Rhoades & Eisenberger, 2002), 
there is a perceived correlation between organizational 
support and three main forms of favorable treatment 
received from the organization: fairness, supervisory support, 
organizational rewards, and employment conditions. 

The notion of fairness has its roots in the theory of 
organizational justice, which holds that procedural justice 
is a major factor in determining perceived organizational 
support, which involves both social and structural dimensions 
of justice in decision-making, such as interpersonal treatment 
and formal rules and policies. Frequent instances of equitable 
resource allocation indicate care for workers’ welfare, 
improving perceived organizational support. Supervisors are 
perceived as the organization’s representatives and in charge 
of overseeing and assessing performance, so they have a 
greater impact on perceived organization than the colleagues 
do. The allocation of resources and the provision of rewards 
are important functions of supervisors, making their support 
more influential than that of peers. As a result, the impact of 
supervisory support on organizations is significantly greater 
than that of team or colleague support. Job stability and 
training opportunities perceived as organizational positively 
impact perceived organizational support by informing 
employees that the organization values their continued 
membership. However, large organizations have a negative 
effect on perceived organizational support, as the codified 
policies may restrict the flexibility of addressing certain 
employee expectations. The training and organizational 
size variables may have moderate impacts with perceived 
organizational support, while job security and autonomy 
have the strongest relationship with perceived organizational 
support.

Organizational justice consists of three dimensions: 
distributive justice, procedural justice, and interactional 
justice. According to Colquitt (2004), it can be modeled 
using three branches: distributive justice, which deals with 
fairness in the distribution of resources; procedural justice, 
which deals with how workers view fairness in the process 
of allocating resources; and interactional justice, which deals 
with how people view fairness in the way they are handled 
in work processes. According to Cropanzo et al. (2007), four 
factors, such as distributive, procedural, interpersonal, and 
informational justice, influence the perception of employees 
working under algorithmic management. Transparency 
and anthropomorphism enhance informational and 

interpersonal justice. Algorithmic fairness perception 
significantly impacts individual outcomes, like decision 
satisfaction and organizational referrals. 

2.1. Distributive Justice and Algorithmic 
Management
Distributive justice, as defined by Adams (1963), is the 
notion that resources are allocated equitably (Adams, 1965; 
Leventhal, 1976). It focuses on how people interpret justice 
in relation to financial aspects of corporate operations, like 
compensation and benefits (Bujold et al., 2022; Greenberg, 
1990). A significant portion of the distributive justice study 
was based on the writings of Adams (1965), who suggested 
that the fairness of an outcome is evaluated using equity 
theory. Equity theory provides an explanation for these 
employee behaviors that stem from sentiments of unfairness 
(Adams, 1963; Adams, 1965). Equity theory states that 
employees compare their contributions and outcomes to 
those of relevant individuals in order to assess their own 
performance.

McFarlin and Sweeney (1992) defined outputs as what 
people gain out of their work and inputs as what they put 
into it. Since distributive fairness is a perception, the research 
shows that attaining it requires more than merely having a 
more precise and well-balanced distribution. The theory of 
uncertainty management (UMT) perceived organizational 
support that workers are inherently motivated to get 
knowledge in order to mitigate uncertainties regarding their 
employer’s treatment of them (Van den Bos & Lind, 2002). 

The notion of distributive fairness pertains to the 
degree to which individuals perceive an algorithm or the 
outcome of an algorithm to be equitable. Consequently, 
workers may misinterpret the allocation of resources (i.e., 
the contribution/resource ratio) in addition to possible 
technical limitations of algorithmic management if they 
retrieve information about resource distribution that is 
either irrelevant or insufficient (Kellogg et al., 2020; Tambe 
et al., 2019; Griesbach et al., 2019). This can lead to biased 
decisions and decline in quality, among other potential 
issues (Crawford, 2021; Faraj et al., 2018; Rosenblat et al., 
2017). Additionally, workers may experience opacity in 
various aspects of their work environment, regarding how 
the decisions are made (Danaher, 2016). 

Both individual and group distributive fairness can 
be operationalized in computational situations. Individual 
distributive fairness is the degree to which an algorithmic 
outcome involving two or more parties is deemed equitable. 
Fairness views can be evaluated at the group level in 
relation to algorithmic results for various social groups, 
including men and women (Ebrahimi & Hassanein, 2019). 
Distributive justice perceptions at the group level can be 
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defined as opinions of how an immigration algorithm has 
affected individuals from various countries or racial groups 
fairly (Heaven, 2020; Kroll et al., 2016).

The literature primarily demonstrates that algorithmic 
management transparency (i.e., awareness and understanding 
level) would maximize the advantages of algorithmic 
management and support the legitimacy of resource 
distribution while minimizing algorithmic confusion and 
false assumptions about the contributions and resources of 
each individual. As a result, distributive fairness would be 
seen more favorably.

2.2. Procedural Justice and Algorithmic 
Management
Procedural justice was recognized as a novel aspect of 
organizational justice by Thibaut (1975) after ten years 
of research by Adams (1965). Thibaut (1975) established 
the concepts of procedural justice, which are now widely 
accepted. If workers were given the opportunity to be 
involved in the process that resulted in the outcomes, they 
might think that the results were equitable. These results 
added another level of significance to conceptions of 
organizational justice.

A complete, procedural approach replaced a 
distributive one in the evolution of organizational justice 
(Bernerth et al., 2006). According to Folger and Konovsky 
(1989), “distributive justice refers to the perceived fairness 
of the amounts of compensation employees receive; 
procedural justice refers to the perceived fairness of the 
means used to determine those amounts” is a crucial 
distinction regarding justice in work organizations. 
According to Leventhal (1980), procedural fairness is only 
upheld when staff members believe that the procedure is 
indiscriminate, ethical, transparent, and consistent. One 
type of procedural justice was characterized by Skarlicki 
and Folger (1997) as the equity of an organization’s formal 
procedures.

When there is a significant organizational shift, 
perceptions of procedural justice are especially helpful in 
forecasting attitudes and behaviors (Van den Bos et al., 2001; 
Lipponen et al., 2007). Some researchers have examined 
the connection between cynicism, justice, and change 
commitment (Bernerth et al., 2017; Shah, 2011). Prior 
research on organizational change and justice has focused on 
layoffs, turnover, cynicism, and resistance (Brockner et al., 
1994; Daly & Geyer, 1994; Patterson et al., 2002; Foster, 
2010; Shah, 2011). However, Shah (2011) illustrates that 
public sector workers in emerging economies can cultivate 
perceived organizational support mindsets and behaviors for 
organizational transformation grounded in distributive and 
procedural justice. 

The application of algorithms has been associated with 
procedural justice since it may diminish the credibility 
of procedures (Parkin, 2011; Citron & Pasquale, 2014; 
Danaher, 2016; Crawford & Schultz, 2014; Bovens & 
Zouridis, 2002). There could be several reasons for this, as 
procedural justice is effectively a catch-all term for assessments 
of representativeness, ethics, accuracy, consistency, prejudice 
suppression, and correctability (Greenberg & Colquitt, 
2013). According to Colquitt et al. (2005), encouraging 
positive attitudes and behaviors among employees at work 
requires procedural justice. Furthermore, according to 
Colquitt (2001), procedural justice can have a significant 
impact on a number of crucial organizational variables, 
such as performance, work satisfaction, commitment, trust, 
organizational citizenship behavior, and disengagement. 

The decisions rendered by human managers are 
considered more procedurally fair as compared to 
algorithmic results and are devoid of human qualities such 
as creativity and empathy. Algorithms are less useful in 
activities that require human judgment and are difficult to 
measure, especially in highly technological or complicated 
operations. Human connection and service delivery are 
considered fundamentally human and cannot be replaced 
by algorithms (Lee, 2018; Lipsky, 2010; Nagtegaal, 2021). 

2.3. Interactional Justice and Algorithmic 
Management
Interactional justice was first conceptualized as a form of 
organizational justice by Bies and Shapiro (1987). They 
emphasized that the main focus of interactional justice is 
on how people relate to one another and perceive fairness. 
An employee’s perception of justice is influenced by how 
executors handle those procedures and interact with them. 
Greenberg (1993) made a distinction between interpersonal 
justice and informational justice as a result. In the first, there 
was debate over whether executors handled decisions with 
respect and consideration for their employees. The second 
question asked if executors provided workers with pertinent 
information, such as an explanation of why they used a 
particular distribution technique and why the distributive 
outcomes were what they were.

The ideas of interactional and procedural justice 
are closely related to modern social exchange theories 
(Cropanzano et al., 2001; Martinez-Tur et al., 2006). 
According to social exchange theory, people evaluate 
the socioemotional and financial implications of social 
interactions’ outcomes, as humans are inherently social 
beings. This socioemotional value is mostly concerned 
with the quality of interpersonal relationships, which 
encompasses things like people’s perceptions of dignity and 
organization support (Martinez-Tur et al., 2006). 
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Individuals who perceived interactions as bidirectional 
were inclined to feel more “trusting” of upper management, 
while those who perceived interactions as one-way were 
less likely to have such feelings. If people believed they 
had been treated with decency, respected, and listened, 
they were more likely to feel trustworthy. However, those 
who were “mistrustful” were likely dissatisfied with their 
treatment (Saunders & Thornhill, 2003). Consequently, 
information is shown as a prerequisite for fairness in 
procedures, interpersonal relationships, and information 
(Colquitt 2001; Greenberg, 1993; Georgalis et al., 2015). 
Additionally, Armenakis and Harris (2002) found that when 
empathetic communication was combined with relevant 
and accurate information, it increased employees’ support 
for altered decisions and outcomes. Given the established 
link between knowledge and resistance to change, it makes 
obvious that justice will act as a mediator. Employers may 
be able to influence employees’ opinions about changes by 
providing them with timely and accurate information about 
the changes (Oreg, 2006; Georgalis, 2015).

Previous studies (Lee, 2018; Newman et al., 2020) 
indicate that a significant portion of the population thinks 
algorithmic management is unfair. Evidence shows that 
algorithmic management leads to diminished beliefs in 
interactional justice, reduced trust in an organization 
employing such managing practices, and lower trust in the 
managing agent itself. This finding aligns with earlier studies 
on real-world human-algorithm interactions (Lee, 2018; 
Newman et al., 2020). Interestingly, participants reported 
feeling more valued and trusted after engaging with both 
the managing agent and the organization. However, despite 
these experiences of organizational support, the perception 
of a status gap between the human and algorithm persisted 
(Jago et al., 2022). This suggests that while interactions can 
enhance the feelings of being valued and trustworthy, they 
may not fully bridge the inherent divide between human 
employees and the algorithmic systems.

3. Role of Organizations (driven by 
Algorithmic Management) to Increase 
Employee Justice Perception 
As the wave of artificial intelligence becomes increasingly 
prevalent, it has entered the human resources department 
of the organizations. Companies often view algorithmic 
management as an effective decision-making tool but 
overlook its impact on employees. Organizations should 
consider the consequences of algorithmic fairness and 
provide equal weight to the fairness of individual responses as 
well as the algorithm’s ability to produce decision outcomes 
(Dolata et al., 2022; Feuerriegel et al., 2020). 

Organizations can also minimize the adverse effects 
of breaching one justice component by addressing other 
justice dimensions. For instance, employers might mitigate 
candidates’ impressions of an unfair selection procedure by 
guaranteeing courteous and open correspondence with the 
candidate (Cropanzano et al., 2007). In fact, several studies 
have suggested that procedural justice can be strongly 
predicted by an individual’s impressions of interpersonal 
and informational fairness (Colquitt, 2001; Cropanzano  
et al., 2007). 

Wilson et al. (2017) state that companies can minimize 
unintended consequences by first training employees on how 
to use algorithms for organizational tasks and then revealing 
to corporate leaders the “black boxes” of algorithmic 
systems—the ways in which these systems make judgments. 
Lastly, employees need to verify that algorithms are efficient 
and equitable (Jarrahi et al., 2021). 

Organizations opting for an algorithmic selection 
process for candidate selection should promote fairness 
and ensure an unbiased outcome. Justice perception among 
employees can be improved by combining computational 
and human skills and emphasizing different aspects of 
justice, such as objective processes, social standards, and 
courteous manners. Polite and open communication 
can help to reduce the impression of an unfair selection  
process.

Kane et al. (2021) literature on machine learning 
algorithms suggests that “optimize outcomes for large 
samples at the expense of individuals.” This reality emphasizes 
how important it is to put our acknowledged algorithmic 
management into practice in order to alleviate injustice 
for particular individuals and restore fairness. Delegating 
algorithmic management practices will empower staff 
members to resolve conflicts with clients by investigating 
these practices. Implementing algorithmic management 
practices that focus on collecting and analyzing evidence, as 
well as providing workarounds or alternative procedures for 
handling exceptions, is a particularly important strategy for 
combating perceptions of unfairness. 

Organizations can foster a feeling of organizational 
justice by applying algorithms in such a way that they 
apply uniform rules and criteria, ensuring all employees are 
treated fairly and with consistency, and minimizing biases 
in promotion, task assignments, and evaluations. It also 
makes decision-making logic clear, so as to provide them 
with a clear understanding how and why certain decisions 
are made, so as to foster a sense of fairness in organizational 
procedures.

Organizations should also make sure that the rewards, 
tasks, and opportunities should be distributed fairly and based 
on performance data, leading to fairer outcomes that are aligned 
with employees’ contributions. Algorithms should be designed 
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well to treat employees impartially, without favoritism or bias, 
promoting respect and fairness in interpersonal interactions. 
Human managers can use the data provided by algorithms to 
ensure respectful and clear communication with employees 
about the decisions. Provided with detailed, data-driven 
feedback, it will enhance their perception of the decision-
making process as transparent and fair.

4. Conclusion
Algorithmic management greatly improves workers’ sense of 
justice with regard to distributive, procedural, interpersonal, 
and informational justice. Algorithms can encourage fair 
treatment and create a sense of fairness in the workplace by 
producing consistent and objective decision-making. Fair 
and open decision-making regarding promotions, awards, 
and assessments is closely linked to employee satisfaction 
and trust in the company. If the employees are unaware of 
the procedure of how the decisions related to them are made, 
it will result in employee mistrust towards the organization. 
So, organizations are needed to consider algorithmic 
transparency to foster the feeling of justice perception in the 
minds of employees. It is imperative that companies establish 
accountability frameworks, periodically assess the equity of 
algorithmic procedures, and uphold transparent channels of 
communication with staff members. This guarantees the full 
realization of algorithmic management’s benefits, resulting in 
a more equitable workplace.
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